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Introduction

The objective of this paper is to:
• develop a SAT-based HTN plan verification approach by exploiting the data structures Path Decomposition Trees (PDTs) and Solution Order Graphs (SOGs) employed in the SOTA SAT-based HTN planner (we call this the SOG-based approach) and
• reimplement the existing SAT-based HTN plan verification approach relying on Decomposition Trees (DTs) in C++ (we call this the DT-based approach).

HTN Planning

An HTN planning problem is \( P = ((\mathcal{F}, \mathcal{C}, \mathcal{A}, \delta, M), c_I, s_I) \) where \( \mathcal{F} \) is a set of propositions, \( \mathcal{C} \) is a set of compound tasks, \( \mathcal{A} \) is a set of primitive tasks (actions), \( \delta : \mathcal{A} \rightarrow 2^\mathcal{F} \times 2^\mathcal{F} \times 2^\mathcal{F} \) is a function mapping an action to its precondition and effects, \( M \) is a set of methods decomposing compound tasks into partial order sets of tasks called task networks, \( c_I \) is the initial compound task, and \( s_I \in 2^\mathcal{F} \) is the initial state.

Decomposition Trees: A decomposition tree is a tree-representation of how compound tasks are decomposed by methods. For instance, the trees on the left colored with lime and pink respectively represent a decomposition tree.

Path Decomposition Trees: A path decomposition tree is a compact representation of all possible decomposition trees. For instance, the tree on the left is a path decomposition tree which contains two decomposition trees (Notice that there are overlapping nodes in the DTs stored in the PDT).

Solution Order Graphs: A solution order graph is essentially the leaves of a PDT constructed in an order consistent manner. For instance, the leaves of the tree on the left is a SOG.

A plan (i.e., an action sequence) is a solution if and only if it is executable in the initial state and there exists a decomposition tree which decomposes the initial compound task into a task network such that the plan is a linearization of this task network.

Future Work

There are several extensions and optimizations that we want to do in the future work:
• We want to extend both two approaches to support method preconditions.
• We want to eliminate all actions in a given HTN planning problem that are not in the given plan together with all methods and compound tasks which could lead to them.
• We want to calculate a tight bound for the maximal depth of a decomposition tree which results in the given plan.

SOG-based Approach

Core Idea: The core idea of the SOG-based approach is to use a SAT formula to encode the constraint that there exists a DT in a PDT of which the plan is a linearization.

Our Objective: We only need to construct the SAT clauses encoding that there exists a subset of the vertices of the SOG which has a bijective mapping to the plan because the remaining clauses for encoding, e.g., the construction of the PDT and the constraint that the selected subset of the vertices must be the leaves of a DT, have already been given in the SAT-based HTN planner.

Example: Let \( a \) be an action in the plan and \( v \) a vertex in the SOG. We define the proposition variable \( m_a \) which is set to \( \text{true} \) if \( v \) is mapped to \( a \). We thus have \( m_a \rightarrow v \), where the proposition variable \( v \) is set to \( \text{true} \) if the vertex \( v \) is labeled with the action \( a \).

Empirical Evaluation

We compared our SOG-based approach with the reimplemented DT-based approach on the benchmark set from the IPC 2020 on HTN Planning. The following table lists the number of instances from each domain in the benchmark set solved by the SOG-based and the DT-based approach:

<table>
<thead>
<tr>
<th>Domain</th>
<th>Total Instances</th>
<th>SOG-based</th>
<th>DT-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport</td>
<td>188</td>
<td>100.00%</td>
<td>73.40%</td>
</tr>
<tr>
<td>Woodward</td>
<td>127</td>
<td>100.00%</td>
<td>69.34%</td>
</tr>
<tr>
<td>UM-Translog</td>
<td>216</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Satellite</td>
<td>26</td>
<td>100.00%</td>
<td>96.15%</td>
</tr>
<tr>
<td>Monsoon-Partially-Observable</td>
<td>126</td>
<td>100.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Monsoon-Fully-Observable</td>
<td>25</td>
<td>99.22%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

The figure on the left depicts the runtimes against the percentages of solved instances for both the SOG-based and the DT-based approach. We can see that the SOG-based approach significantly outperforms the DT-based one. This is because the DT-based approach also relies on finding a decomposition tree which results in a given plan, but it does not store decomposition trees in a compact way, which causes a significant overhead.